
On Interconnections of “Mixed” Systems Using

Classical Stability Theory∗

Wynita M. Griggs†‡, S. Shravan K. Sajja†‡, Brian D. O. Anderson§

and Robert N. Shorten†

Abstract

In this paper, we derive stability results for large-scale interconnections of “mixed”
linear, time-invariant systems using classical Nyquist arguments. We compare our re-
sults with Moylan and Hill [1]. Our results indicate that, if one relaxes assumptions
on the subsystems in an interconnection from assumptions of passivity or small gain
to assumptions of “mixedness,” then the Moylan- and Hill-like conditions on the in-
terconnection matrix become more stringent. Finally, we explore a condition for the
stability of large-scale, time-varying interconnections of strictly positive real systems.
This condition mirrors the condition obtained in [1] for time-invariant interconnections
and is thus an extension of this work.

1 Introduction

A situation that inspires the study of “mixed” systems [2, 3] is one in which high frequency
dynamics neglected for modelling purposes destroy the passivity properties of an otherwise
passive system. These unmodelled dynamics will always be present in a real system. As
such, the passivity theorem alone may not be adequate to show that the stability of the
system interconnection is guaranteed [4]. The book [5], see also [6] and [7], described tools
for establishing the stability of adaptive systems of the type examined in [4]; that is, where
passivity-type properties hold only for low frequency signals.
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“Mixed” linear, time-invariant (LTI) systems, as defined in [8], are systems that com-
bine notions of passivity and small gain behaviour in a certain manner. Roughly speak-
ing, “mixed” systems exhibit small gain behaviours over frequency bands where passivity
behaviour is violated. Hence, “mixed” systems formalise a notion that engineers have in-
tuitively held for a long time: that keeping feedback-loop gain small at those frequencies
where passivity is violated will avoid destabilisation of high frequency dynamics. A test
for determining whether multi-input, multi-output (MIMO), LTI systems are “mixed” was
introduced in [8].

Independently, the study of the stability of large-scale interconnections of systems is of
increasing importance. Some works on this topic include [1,9–11].

In this paper, we apply classical Nyquist techniques to give stability results for inter-
connections of “mixed” LTI systems; see Sections 3 and 4. Previous work in this direction
appeared in [12,13]. Our work goes beyond [13] in a number of ways. First, we present more
detailed Nyquist arguments, based essentially on a Lyapunov argument. Secondly and most
importantly, we utilise the techniques to obtain new sufficient conditions for the stability
of large-scale interconnections of “mixed” systems. Our large-scale interconnection results
suggest that, as one relaxes the assumptions on the transfer function matrices of the systems,
eg: from assumptions of passivity to assumptions of “mixedness,” the Moylan- and Hill-like
conditions [1] on the interconnection matrix become more severe.

This paper also corrects an error in Theorems 1, 6, 3 and 9 of [2, 3, 14] and [15], re-
spectively. Determining bounded input, bounded output (BIBO) and finite-gain stability of
interconnections of “mixed” LTI systems in a dissipative systems framework was the concern
of these works. Roughly speaking, a system that produces a bounded output for any bounded
input is said to be BIBO stable. The issue with the aforementioned results, however, is that
the system output was assumed to be bounded a priori. In effect, the works indicate the
existence of a bound on the output in terms of the input; but where BIBO stability is al-
ready assumed. Our present treatment of “mixed” LTI system interconnections via Nyquist
techniques provides an approach for deriving the originally desired BIBO stability results.

Finally, in Section 5, we explore the stability of large-scale, time-varying interconnections
of single-input, single-output (SISO), strictly proper, strictly positive real (SPR) systems.
We derive a condition that guarantees the existence of a Lyapunov function for the inter-
connected system. Particularly, we show that, by replacing passivity with SPRness as an
assumption on the subsystems in a time-varying interconnection, the classic result [1, The-
orem 4] extends in such a way that the condition on the interconnection matrix H now
becomes that there exists a diagonal matrix Q > 0 such that H(t)T Q + QH(t) ≥ 0 for all
time t ≥ 0. This follows from the Kalman-Yakubovich-Popov (KYP) lemma. We conclude
the paper in Section 6 with a summary of our results and some directions for future research.
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Notation

The notation ℜ[s] will be used to denote the real part of a complex number s. The conjugate
of a complex number s = a + jb, where a, b are real and j2 = −1, will be denoted by
s̄ := a − jb. For a nonsingular matrix A, A−∗ := (A−1)∗ = (A∗)−1, where A∗ denotes the
conjugate transpose of A. The largest and smallest singular values of a matrix A will be
denoted by σ̄(A) and σ(A), respectively. For a transfer function matrix G of a LTI system,
G∗(jω) := [G(jω)]∗. R denotes the set of proper, real-rational transfer function matrices.
L∞ is a Banach space of matrix- (or scalar-) valued functions that are essentially bounded
on jR with norm ‖G‖∞ := ess supω∈R

σ̄(G(jω)). RL∞ := R ∩ L∞ consists of all proper,
real-rational transfer function matrices with no poles on the imaginary axis. The Hardy
space H∞ is the closed subspace of L∞ with functions that are analytic and bounded in the
open right-half plane (RHP). In other words, H∞ is the space of transfer function matrices of
stable, LTI, continuous-time systems. RH∞ := R∩H∞ consists of all proper, real-rational
transfer function matrices with no poles in the closed RHP.

2 Definitions and Preliminary Results

Before deriving the main results of the paper, we establish a number of definitions. Consider
a causal system with square transfer function matrix M ∈ RH∞. Suppose that a, b, c, d ∈ R.

Definition 1. [8] A causal system with square transfer function matrix M ∈ RH∞ is said
to be input and output strictly passive over a frequency interval [a, b], (−∞, c], [d,∞) or
(−∞,∞) if there exist k, l > 0 such that

−kM∗(jω)M(jω) + M∗(jω) + M(jω) − lI ≥ 0

for all ω ∈ [a, b], (−∞, c], [d,∞) or (−∞,∞), respectively.

We will say that the system is input strictly passive over a frequency interval if Definition
1 is satisfied with k = 0; output strictly passive over a frequency interval if the definition
is satisfied with l = 0; and passive over a frequency interval if it is satisfied with k =
l = 0. Note that any M(jω) satisfying Definition 1 over the frequency interval (−∞, c],
[d,∞) or (−∞,∞) must be such that limω→±∞ λi[M

∗(jω) + M(jω)] = cpi
> 0 for all i,

where λi ∈ R denotes the ith eigenvalue of the Hermitian matrix M∗(jω) + M(jω). Then
limω→±∞ det[M∗(jω) + M(jω)] 6= 0.

Definition 2. [8] Define the system gain over the frequency interval [a, b], (−∞, c], [d,∞)
or (−∞,∞) as

ǫ := inf{ǭ ∈ R+ : −M∗(jω)M(jω) + ǭ2I ≥ 0 for all ω ∈ [a, b], (−∞, c], [d,∞)

or (−∞,∞), respectively}.

The causal system with transfer function matrix M ∈ RH∞ is said to have a gain of less
than one over the frequency interval [a, b], (−∞, c], [d,∞) or (−∞,∞), respectively, if ǫ < 1.
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For any system satisfying Definition 2 with gain of less than one over the frequency inter-
val (−∞, c], [d,∞) or (−∞,∞) it must hold that limω→±∞ λi[−M∗(jω)M(jω)+I] = csi

> 0
for all i, where λi ∈ R denotes the ith eigenvalue of the Hermitian matrix −M∗(jω)M(jω)+I.
Then limω→±∞ det[−M∗(jω)M(jω) + I] 6= 0. We now define a “mixed” system similarly
to [8].

Definition 3. A causal system with square transfer function matrix M ∈ RH∞ is said to
be “mixed” if, for each frequency ω ∈ R ∪ {±∞}: either (i) −kM∗(jω)M(jω) + M∗(jω) +
M(jω) − lI ≥ 0; and/or (ii) −M∗(jω)M(jω) + ǫ2I ≥ 0. The constants k, l > 0 and ǫ < 1
are independent of ω.

An example of a “mixed” system is a system with transfer function

m(s) =
3

(s + 1)(s + 2)

and Nyquist diagram as depicted in Figure 1. From the Nyquist diagram, it is clear that there
exists a frequency Ω such that, over the frequency band [−Ω, Ω], Property (i) of Definition
3 holds and, over the frequency bands [−∞,−Ω] and [Ω,∞], Property (ii) of the definition
is satisfied. (Note that ℜ[m(jω)] = 1

2
[m∗(jω) + m(jω)] and |m(jω)|2 = m∗(jω)m(jω).)
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Figure 1: Nyquist diagram of m(s).

We will also require the following preliminary results.

Lemma 1. Suppose that G1 ∈ RL∞ and G2 ∈ RL∞. Suppose further that, at some ω ∈
R∪{±∞}, G∗

1(jω)+G1(jω) > 0 and G∗
2(jω)+G2(jω) ≥ 0. Then det[I+G1(jω)G2(jω)] 6= 0.

Proof. Since G∗
1(jω) + G1(jω) > 0, ℜ[λi[G1(jω)]] > 0 ∀i (where λi[·] denotes the ith eigen-

value) [16, Theorem 1 of Section 13.1] and so G1(jω) is nonsingular. Then G−∗
1 (jω) +
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G−1
1 (jω) > 0 since G∗

1(jω) + G1(jω) and G−1
1 (jω) + G−∗

1 (jω) are Hermitian congruent [17,
page 415] [18, Section V.3]. Then G−∗

1 (jω) + G∗
2(jω) + G−1

1 (jω) + G2(jω) > 0. Hence
ℜ[λi[G

−1
1 (jω)+G2(jω)]] > 0 ∀i and so det[G−1

1 (jω)+G2(jω)] 6= 0. Then det[I+G1(jω)G2(jω)]
6= 0 since det[I + G1(jω)G2(jω)] = det[G1(jω)] det[G−1

1 (jω) + G2(jω)] and G1(jω) is non-
singular.

Letting G1 = I and setting G := G2 in the above lemma statement gives the following
corollary. (Alternatively, we can set G := G1 and let G2 = I to obtain a version of the
corollary containing a strict inequality.)

Corollary 2. Suppose that G ∈ RL∞ and that, at some ω ∈ R∪{±∞}, G∗(jω)+G(jω) ≥ 0.
Then det[I + G(jω)] 6= 0.

Versions of the next corollary can be found in [19, Lemma 7 of Section VI.10] and [20,
Theorem 2.3.4].

Corollary 3. Suppose that G ∈ RL∞ and that, at some ω ∈ R∪{±∞}, G∗(jω)+G(jω) ≥ 0.
Let S(jω) := (G(jω) − I)(I + G(jω))−1. Then −S∗(jω)S(jω) + I ≥ 0.

Proof. From Corollary 2, det[I + G(jω)] 6= 0. Then

2(I + G(jω))−∗[G∗(jω) + G(jω)](I + G(jω))−1

= (I + G(jω))−∗[(I + G(jω))∗(I + G(jω)) − (G(jω) − I)∗(G(jω) − I)](I + G(jω))−1

= I − (I + G(jω))−∗(G(jω) − I)∗(G(jω) − I)(I + G(jω))−1

= I − S∗(jω)S(jω).

Since G∗(jω) + G(jω) and I − S∗(jω)S(jω) are Hermitian congruent, −S∗(jω)S(jω) + I ≥
0.

An extension to Lemma 1 is given below.

Lemma 4. Suppose that G1 ∈ RL∞ and G2 ∈ RL∞. Suppose further that, at some ω ∈
R ∪ {±∞}, G∗

1(jω) + G1(jω) > G∗
1(jω)KG1(jω) and G∗

2(jω) + G2(jω) ≥ −K, where K is
a real-symmetric, positive semidefinite matrix. Then det[I + 1

κ
G1(jω)G2(jω)] 6= 0 for any

κ ≥ 1, where κ ∈ R.

Proof. Since G∗
1(jω) + G1(jω) > G∗

1(jω)KG1(jω) ≥ 0, G∗
1(jω) + G1(jω) > 0 and so

ℜ[λi[G1(jω)]] > 0 ∀i (where λi[·] denotes the ith eigenvalue) [16, Theorem 1 of Section
13.1]. Then G1(jω) is nonsingular and hence G−∗

1 (jω) + G−1
1 (jω) > K since G∗

1(jω) +
G1(jω)−G∗

1(jω)KG1(jω) and G−1
1 (jω)+G−∗

1 (jω)−K are Hermitian congruent. Moreover,
κ(G−∗

1 (jω) + G−1
1 (jω)) > K for any κ ≥ 1. Then κG−∗

1 (jω) + κG−1
1 (jω) − K + G∗

2(jω) +
G2(jω) + K = κG−∗

1 (jω) + G∗
2(jω) + κG−1

1 (jω) + G2(jω) > 0. Hence ℜ[λi[κG−1
1 (jω) +

G2(jω)]] > 0 ∀i and so det[κG−1
1 (jω)+G2(jω)] 6= 0. Then det[I + 1

κ
G1(jω)G2(jω)] 6= 0 since

det[I + 1
κ
G1(jω)G2(jω)] = det[ 1

κ
G1(jω)] det[κG−1

1 (jω) + G2(jω)] and 1
κ
G1(jω) is nonsingu-

lar.
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Lastly, since our aim is to deduce the stability of interconnections of “mixed” systems
using arguments based on classical Nyquist techniques, we state a MIMO version of the
Nyquist stability theorem.

Theorem 5. [21, Theorem 5.8] [22, Remark 4 of Section 4.9.2] Consider the feedback
interconnection of systems depicted in Figure 2. Suppose that G1 ∈ RH∞, G2 ∈ RH∞ and
that the system interconnection is well-posed. Then the feedback-loop is stable if and only if
the Nyquist plot of det[I+G1(jω)G2(jω)] for −∞ ≤ ω ≤ ∞ does not make any encirclements
of the origin.

G
2

G
1

Figure 2: A negative feedback interconnection.

In the above theorem, well-posedness and stability are defined in the sense of [21, Sections
5.2 and 5.3]. Note, also, the following observations concerning the Nyquist plot of det[I +
G1(jω)G2(jω)].

Observation 1. The Nyquist plot of det[I + G1(jω)G2(jω)] belongs to a family of Nyquist
plots of det[I + 1

κ
G1(jω)G2(jω)], where κ ∈ [1,∞).

Observation 2. Each Nyquist plot of det[I + 1
κ
G1(jω)G2(jω)] is symmetrical about the real

axis of the complex plane, where κ ∈ [1,∞).1

Observation 3. As κ and ω vary continuously, the point in the complex plane on which
the Nyquist plot of det[I + 1

κ
G1(jω)G2(jω)] lies varies continuously.

Observation 4. As κ → ∞, det[I + 1
κ
G1(jω)G2(jω)] → 1.

Observation 5. Suppose that κ is very large such that det[I + 1
κ
G1(jω)G2(jω)] is almost

equal to 1 for all ω ∈ R∪ {±∞}. Then suppose that κ is continuously decreased towards 1.
Suppose that the Nyquist plot of det[I + G1(jω)G2(jω)] encircles the origin at least once.
Then there must exist at least one κ0 and one ω0 for which det[I + 1

κ0

G1(jω0)G2(jω0)] = 0.

Thus, a sufficient condition for the Nyquist plot of det[I + G1(jω)G2(jω)] to make no
encirclements of the origin is that, for all κ ∈ [1,∞) and all ω ∈ R ∪ {±∞}, det[I +
1
κ
G1(jω)G2(jω)] 6= 0. Subsequently, we will present scenarios in which this sufficient condi-

tion is satisfied and thus the stability of the negative feedback-loop is guaranteed.

1Proof outline: det[I + 1

κ
G1(−jω)G2(−jω)] = det[(I + 1

κ
G∗

2
(jω)G∗

1
(jω))T ] = det[I + 1

κ
G∗

2
(jω)G∗

1
(jω)]

(from [23, Equation 6.1.4]) = det[(I + 1

κ
G1(jω)G2(jω))∗] = det[I + 1

κ
G1(jω)G2(jω)] (from [23, Exercise

6.1.6]).
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3 Simple Feedback-Loop

We first give a rapid proof of a stability result for simple feedback interconnections of systems
with “mixed” small gain and passivity properties. A result of this nature appeared in [13]. We
utilise the Nyquist discussion presented above. As stated in the introduction, our purposes
for doing so are twofold: first, we correct an error in Theorems 1, 6 and 3 of [2, 3] and [14],
respectively (in these, the system output signals were assumed to be bounded a priori);
secondly, the technique paves the way to obtaining new sufficient conditions for the stability
of large-scale interconnections of “mixed” systems, which we present in Section 4.

Theorem 6. Suppose that M1 ∈ RH∞ and M2 ∈ RH∞ denote the transfer function matri-
ces of “mixed” subsystems interconnected as depicted in Figure 3 and that this interconnection
is well-posed. Suppose that there exist two distinct sets of frequency bands: (a) a set denoted
by Ωp that consists of frequency intervals over which both M1(jω) and M2(jω) have associated
with them Property (i) as given in Definition 3; and (b) a set denoted by Ωs that consists of
frequency intervals over which both M1(jω) and M2(jω) have associated with them Property
(ii) as given in Definition 3. Furthermore, suppose that Ωp ∪ Ωs = R ∪ {±∞}. Then the
negative feedback-loop is stable.

M
1

u
2

u
1

+

-

+

+

y
1

e
2

y
2

e
1

M
2

Figure 3: A negative feedback interconnection of “mixed” systems.

Proof. Our aim is to show that, for all κ ∈ [1,∞) and all ω ∈ R ∪ {±∞}, det[I +
1
κ
M1(jω)M2(jω)] 6= 0. From Section 2, this is a sufficient condition for stability. We do

so by splitting our proof into two parts: (i) first, we show that det[I + 1
κ
M1(jω)M2(jω)] 6= 0

for all κ ∈ [1,∞) and all ω ∈ Ωs; and (ii) then, we show that det[I + 1
κ
M1(jω)M2(jω)] 6= 0

for all κ ∈ [1,∞) and all ω ∈ Ωp.

Part (i): ∀ω ∈ Ωs. From Property (ii) of Definition 3, for i = 1, 2, there exists an ǫi < 1
such that −M∗

i (jω)Mi(jω) + ǫ2
i I ≥ 0. This implies that, for i = 1, 2, σ̄(Mi(jω)) < 1 which

implies that σ̄(M1(jω)M2(jω)) < 1 since σ̄(M1(jω)M2(jω)) ≤ σ̄(M1(jω))σ̄(M2(jω)). Now

0 < 1 − σ̄(M1(jω)M2(jω)) ≤ σ(I + M1(jω)M2(jω))

from [21, Section 2.8] and so σ(I + M1(jω)M2(jω)) 6= 0 which is equivalent to det[I +
M1(jω)M2(jω)] 6= 0. Furthermore, det[I + 1

κ
M1(jω)M2(jω)] 6= 0 for any κ > 1. This is
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because σ̄(M1(jω)M2(jω)) < 1 is equivalent to 1
κ
σ̄(M1(jω)M2(jω)) < 1

κ
(which is < 1) for

any κ > 1, and so σ̄
(

1
κ
M1(jω)M2(jω)

)

< 1 for any κ > 1. Then

0 < 1 − σ̄

(

1

κ
M1(jω)M2(jω)

)

≤ σ

(

I +
1

κ
M1(jω)M2(jω)

)

for any κ > 1 and from this the determinant inequality is immediate.

Part (ii): ∀ω ∈ Ωp. From Property (i) of Definition 3, for i = 1, 2, there exist ki, li > 0
such that −kiM

∗
i (jω)Mi(jω) + M∗

i (jω) + Mi(jω) − liI ≥ 0. This implies that, for i = 1, 2,
M∗

i (jω) + Mi(jω) > 0. Observe that M∗
i (jω) + Mi(jω) > 0 if and only if 1√

κ
M∗

i (jω) +
1√
κ
Mi(jω) > 0, where κ > 0. Then, from Lemma 1, det[I + 1

κ
M1(jω)M2(jω)] 6= 0 for any

κ > 0 and hence for any κ ≥ 1.

4 Large-Scale Interconnections

Building on the techniques of the previous section, we now present sufficient conditions
for the stability of large-scale interconnections of systems with mixtures of small gain and
passivity properties. Consider a linear interconnection of N “mixed” systems with square
transfer function matrices denoted by Mi ∈ RH∞, i = 1, . . . , N . The interconnection will
be described by

ei = ui −

N
∑

j=1

Hijyj,

where ei is the input to subsystem i, yi = Miei is the output of subsystem i, ui is an external
input and Hij is a matrix with real, constant entries. Writing

e :=







e1
...

eN






, y :=







y1
...

yN






and u :=







u1
...

uN






,

the interconnection description may be written more compactly as

e = u − Hy, (1)

where H is a matrix with block entries Hij. Let M̃ := diag(M1, . . . , MN ) such that y = M̃e.
Eliminating y from (1), we have

e = (I + HM̃)−1
u.

Then
y = M̃(I + HM̃)−1

u. (2)

This set-up is depicted in Figure 4. We will assume that the interconnection is well-posed
and, similarly to Theorem 6, impose the following extra conditions on the systems in the
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interconnection. We require the existence of two distinct sets of frequency bands: (a) a set
denoted by Ωp that consists of frequency intervals over which every Mi(jω) has Property
(i) as given in Definition 3 associated with it; and (b) a set denoted by Ωs that consists
of frequency intervals over which every Mi(jω) has Property (ii) as given in Definition 3
associated with it. Again, we also require that Ωp ∪ Ωs = R ∪ {±∞}. In the following,
pi, qi ∈ R for i = 1, . . . , N .

H

M
~

Figure 4: A large-scale interconnection of “mixed” systems.

Theorem 7. An interconnection of “mixed” subsystems, with input u and output y, as
described above, is stable if there exist positive definite matrices P := diag(p1I, . . . , pNI) and
Q := diag(q1I, . . . , qNI) such that HT Q + QH > 0 and −HT PH + P > 0.

Proof. Similarly to Section 3, our aim is to show that, for all κ ∈ [1,∞) and all ω ∈ R∪{±∞},
det[I + 1

κ
HM̃(jω)] 6= 0. Again, we split our proof into two parts: (i) first, we show that

det[I + 1
κ
HM̃(jω)] 6= 0 for all κ ∈ [1,∞) and all ω ∈ Ωs; and (ii) then, we show that

det[I + 1
κ
HM̃(jω)] 6= 0 for all κ ∈ [1,∞) and all ω ∈ Ωp.

Part (i): ∀ω ∈ Ωs. Suppose that there exists a positive definite matrix P (as defined

above) such that −HT PH + P > 0. Let P̃ := P
1

2 and note that P̃ T = P̃ [24]. Now
−HT P̃ 2H + P̃ 2 = P̃ T (−P̃−THT P̃ T P̃HP̃−1 + I)P̃ and so −(P̃HP̃−1)T P̃HP̃−1 + I > 0 since
−HT PH + P and −(P̃HP̃−1)T P̃HP̃−1 + I are Hermitian congruent. Set HP := P̃HP̃−1.
Then −HT

P HP + I > 0. Equivalently, σ̄(HP ) < 1. From Property (ii) of Definition 3, for
i = 1, . . . , N , there exists an ǫi < 1 such that −M∗

i (jω)Mi(jω) + ǫ2
i I ≥ 0. This implies

that, for i = 1, . . . , N , −M∗
i (jω)Mi(jω) + I > 0. Since σ̄(Mi(jω)) < 1, the same is true for

M̃(jω), ie: σ̄(M̃(jω)) < 1. Then σ̄(HP M̃(jω)) < 1. Now

0 < 1 − σ̄(HPM̃(jω)) ≤ σ(I + HP M̃(jω))

from [21, Section 2.8] and so σ(I+HPM̃(jω)) 6= 0 which is equivalent to det[I+HPM̃(jω)] 6=
0. Furthermore, det[I + 1

κ
HP M̃(jω)] 6= 0 for any κ > 1. This is because σ̄(HPM̃(jω)) < 1

is equivalent to 1
κ
σ̄(HPM̃(jω)) < 1

κ
(which is < 1) for any κ > 1, and so σ̄

(

1
κ
HPM̃(jω)

)

< 1
for any κ > 1. Then

0 < 1 − σ̄

(

1

κ
HPM̃(jω)

)

≤ σ

(

I +
1

κ
HP M̃(jω)

)
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for any κ > 1. Finally, note that det[I + 1
κ
HPM̃(jω)] = det[P̃ ] det[I + 1

κ
HM̃(jω)] det[P̃−1]

since P̃−1 and M̃(jω) commute.

Part (ii): ∀ω ∈ Ωp. Suppose that there exists a positive definite matrix Q (as defined

above) such that HTQ + QH > 0. Let Q̃ := Q
1

2 and note that Q̃T = Q̃ [24]. Now HT Q̃2 +
Q̃2H = Q̃T (Q̃−T HT Q̃T + Q̃HQ̃−1)Q̃ and so Q̃−T HT Q̃T + Q̃HQ̃−1 > 0 since HTQ + QH

and Q̃−T HT Q̃T + Q̃HQ̃−1 are Hermitian congruent. Set HQ := Q̃HQ̃−1. Then HT
Q + HQ >

0. From Property (i) of Definition 3, for i = 1, . . . , N , there exist ki, li > 0 such that
−kiM

∗
i (jω)Mi(jω) + M∗

i (jω) + Mi(jω) − liI ≥ 0. This implies that, for i = 1, . . . , N ,
M∗

i (jω) + Mi(jω) > 0. Hence, the same is true for M̃(jω), ie: M̃∗(jω) + M̃(jω) > 0.
Observe that M̃∗(jω) + M̃(jω) > 0 if and only if 1

κ
M̃∗(jω) + 1

κ
M̃(jω) > 0, where κ > 0.

Then, from Lemma 1, det[I + 1
κ
HQM̃(jω)] 6= 0 for any κ > 0 and hence for any κ ≥ 1.

Finally, note that det[I + 1
κ
HQM̃(jω)] = det[Q̃] det[I + 1

κ
HM̃(jω)] det[Q̃−1] since Q̃−1 and

M̃(jω) commute and so det[I + 1
κ
HM̃(jω)] 6= 0 for any κ ≥ 1.

Fixing P = Q = I in the above theorem statement gives the following result.

Corollary 8. An interconnection of “mixed” subsystems, with input u and output y, as
described above, is stable if HT + H > 0 and −HT H + I > 0.

Our next version of the large-scale interconnected “mixed” systems stability result in-
volves some relaxation on the requirements of the interconnection structure described by
the matrix H compared to the conditions on H specified in Theorem 7. This relaxation
is achieved by taking into account the values of ki and ǫi associated with each of the
“mixed” subsystems in the interconnection, where ǫi denotes the gain of the ith “mixed”
system over frequencies in Ωs, while ki provides a measure of output strict passivity for
the ith “mixed” system over frequencies in Ωp. Suppose that K := diag(k1I, . . . , kNI) and
E := diag(ǫ1I, . . . , ǫNI), where ki > 0 and 0 < ǫi < 1 for i = 1, . . . , N .

Theorem 9. An interconnection of “mixed” subsystems, with input u and output y, as
described above, is stable if there exist positive definite matrices P := diag(p1I, . . . , pNI) and
Q := diag(q1I, . . . , qNI) such that HT Q + QH + QK > 0 and −HT PE2H + P > 0.

Proof. The proof follows in a manner similar to that of Theorem 7’s proof. As before, we
want to show that det[I + 1

κ
HM̃(jω)] 6= 0 for all κ ∈ [1,∞) and all ω ∈ R ∪ {±∞}.

Part (i): ∀ω ∈ Ωs. Suppose that there exists a positive definite matrix P (as defined
above) such that −HT PE2H +P > 0. Then, similarly to the proof of Theorem 7, we obtain

σ̄(EHP ) < 1, where HP := P
1

2 H(P
1

2 )−1. From Property (ii) of Definition 3, for i = 1, . . . , N ,
there exists an ǫi < 1 such that −M∗

i (jω)Mi(jω) + ǫ2
i I ≥ 0. Equivalently, for i = 1, . . . , N ,

there exists an ǫi < 1 such that − 1
ǫ2
i

M∗
i (jω)Mi(jω) + I ≥ 0. Since σ̄( 1

ǫi

Mi(jω)) ≤ 1,

σ̄(E−1M̃(jω)) ≤ 1. Then σ̄(M̃(jω)HP ) < 1 since E−1 and M̃(jω) commute. Now

0 < 1 − σ̄(M̃(jω)HP ) ≤ σ(I + M̃(jω)HP )
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from [21, Section 2.8] and so σ(I+M̃(jω)HP ) 6= 0 which is equivalent to det[I+M̃(jω)HP ] 6=
0. Furthermore, det[I + 1

κ
M̃(jω)HP ] 6= 0 for any κ > 1. This is because σ̄(M̃(jω)HP ) < 1

is equivalent to 1
κ
σ̄(M̃(jω)HP ) < 1

κ
(which is < 1) for any κ > 1, and so σ̄

(

1
κ
M̃(jω)HP

)

< 1
for any κ > 1. Then

0 < 1 − σ̄

(

1

κ
M̃(jω)HP

)

≤ σ

(

I +
1

κ
M̃(jω)HP

)

for any κ > 1. Finally, note that det[I + 1
κ
M̃(jω)HP ] = det[I + 1

κ
HPM̃(jω)] for any

κ ≥ 1 [25, page 651] [23, Exercise 6.2.7] and that det[I + 1
κ
HP M̃(jω)] = det[P

1

2 ] det[I +
1
κ
HM̃(jω)] det[(P

1

2 )−1] since (P
1

2 )−1 and M̃(jω) commute.

Part (ii): ∀ω ∈ Ωp. Suppose that there exists a positive definite matrix Q (as defined
above) such that HT Q + QH + QK > 0. Similarly to the proof of Theorem 7, we obtain

HT
Q + HQ + K > 0, where HQ := Q

1

2 H(Q
1

2 )−1. From Property (i) of Definition 3, for
i = 1, . . . , N , there exist ki, li > 0 such that −kiM

∗
i (jω)Mi(jω)+M∗

i (jω)+Mi(jω)− liI ≥ 0.
This implies that, for i = 1, . . . , N , −kiM

∗
i (jω)Mi(jω) + M∗

i (jω) + Mi(jω) > 0. Hence,
−M̃∗(jω)KM̃(jω) + M̃∗(jω) + M̃(jω) > 0. Then, from Lemma 4, det[I + 1

κ
M̃(jω)HQ] 6= 0

for any κ ≥ 1. Finally, note that det[I+ 1
κ
M̃(jω)HQ] = det[I+ 1

κ
HQM̃(jω)] [25, page 651] [23,

Exercise 6.2.7], and that det[I + 1
κ
HQM̃(jω)] = det[Q

1

2 ] det[I + 1
κ
HM̃(jω)] det[(Q

1

2 )−1] since

(Q
1

2 )−1 and M̃(jω) commute.

Set P = Q = I in the above theorem statement to obtain the following corollary.

Corollary 10. An interconnection of “mixed” subsystems, with input u and output y, as
described above, is stable if HT + H + K > 0 and −HT E2H + I > 0.

We now compare our large-scale interconnected “mixed” systems stability results to the
large-scale interconnected systems stability results of [1, Sections IV and V] (eg: see [1, The-
orems 4 and 5]). In [1], a sufficient condition for the stability of large-scale interconnec-
tions of passive systems is the existence of a positive definite diagonal matrix Q such that
HT Q + QH > 0. A necessary condition for this linear matrix inequality (LMI) to be fea-
sible is that H has all eigenvalues with positive real parts [16, Theorem 1 of Section 13.1].
Similarly in [1], a sufficient condition for the stability of large-scale interconnections of sys-
tems with finite gain is the existence of a positive definite diagonal matrix P such that
−HT PE2H + P > 0.2 A necessary condition for this LMI to be feasible is that all of the
eigenvalues of EH lie inside the unit circle centred at the origin of the complex plane [26, The-
orem 5.18]. Our results show that, as one relaxes the assumptions on the subsystems in an
interconnection from passivity or finite gain to “mixedness” the [1]-like conditions on the
interconnection matrix become more stringent, ie: more restriction is imposed on the struc-
ture of the interconnection, ie: the matrix H has to “work harder” in order for stability to
be guaranteed. For instance, in Theorems 7 and 9, the existence of solutions to a pair of

2Note that, in [1], the gains ǫi appearing in E are not necessarily less than one.
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LMIs, as opposed to a single LMI, is sufficient for stability; we illustrate this point further
with the following example.

Example 1. Consider the example of an interconnected system from [1], depicted in Figure
5, with interconnection matrix

H =





1 0 −γ

−1 1 0
0 −1 1



 .

Assume that G1, G2 and G3 are passive and that −8 < γ < 1. According to [1], under
these conditions, one should be able to find a positive definite diagonal matrix Q such that
HT Q + QH > 0 which thus means that the interconnected system is stable. Using the
Robust Control Toolbox (MATLAB R2009a) we verify that, for any −8 < γ < 1, finding a
solution to the LMI HT Q + QH > 0 is indeed feasible.

G
1

G
2

G
3

γ

+

+

+ +

+ +

- - -

u
1

u
2

u
3

e
1

e
2

e
3

y
1

y
2

y
3

Figure 5: Example 1.

Now, suppose that we relax the conditions on G1, G2 and G3 and assume that they are all
“mixed” systems. For the same values of γ, we search for positive definite diagonal matrices
P and Q that satisfy HTQ + QH > 0 and −HT PH + P > 0 simultaneously. We find that
this LMI problem is not feasible for any −8 < γ < 1. �

We conclude this section with an example of an interconnection of “mixed” systems for
which stability is guaranteed.

Example 2. Consider the interconnection of systems depicted in Figure 6 and suppose that
M1, M2 and M3 are “mixed” with k1 = k2 = k3 = 0.01. Let γ = 0.5. Then K = 0.01I and

H =





0 0 0.5
0 0 0.5

−0.5 −0.5 0



 .

Since the eigenvalues of HT +H +K and I−HT H are positive, the interconnection is stable
by Corollaries 8 and 10. �
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Figure 6: Example 2.

5 Time-Varying Interconnections of SPR Systems

The final contribution of this paper concerns obtaining a stability result for large-scale, time-
varying interconnections of SISO, strictly proper, SPR systems. This stability condition
mirrors the condition obtained in [1] for time-invariant interconnections of passive systems
and is thus an extension of this work.

Consider the N SISO, LTI systems

ẋi = Aixi + biei,

yi = cT
i xi,

i = 1, . . . , N , where xi(t) ∈ R
ni×1, Ai ∈ R

ni×ni, bi ∈ R
ni×1, ci ∈ R

ni×1 and Ai is Hurwitz,
with transfer functions Gi(s) := cT

i (sI − Ai)
−1bi. Suppose that (Ai, bi) is controllable and

(cT
i , Ai) is observable for i = 1, . . . , N . Define the vectors

x :=







x1
...

xN






, e :=







e1
...

eN






and y :=







y1
...

yN







and let

ẋ = Ax + Be, (3)

y = CT
x, (4)

where A := diag(A1, . . . , AN) ∈ R
(n1+···+nN )×(n1+···+nN ), B := diag(b1, . . . , bN) ∈ R

(n1+···+nN )×N

and C := diag(c1, . . . , cN) ∈ R
(n1+···+nN )×N . Then (A, B) is controllable, (CT , A) is ob-

servable and A is Hurwitz. Denote the transfer function of this new system as G(s) :=
CT (sI − A)−1B = diag(G1(s), . . . , GN(s)).

Let H(t) be some matrix with real entries that are bounded, continuous functions of
time, that describes how the N subsystems are interconnected at time t ≥ 0, as follows:

e = −H(t)y. (5)
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Substituting (5) and (4) into (3) gives

ẋ = [A − BH(t)CT ]x. (6)

Now, suppose that G(s) is SPR [20, Section 2.14], [27, Definition 8.5], [28, Definition 5.18].
Then QG(s) is SPR for any positive definite matrix Q := diag(q1, . . . , qN), where qi ∈ R for
i = 1, . . . , N , and the KYP lemma [20, Section 3.1.4], [27, Lemma 8.1], [28, Theorem 5.14]
states that there exists a positive definite matrix P ∈ R

(n1+···+nN )×(n1+···+nN ) such that

AT P + PA < 0,

PB = CQ.

Define V (x) = xT Px as a candidate Lyapunov function for (6). Then

V̇ (x, t) = ẋT Px + xT P ẋ

= xT [A − BH(t)CT ]T Px + xT P [A − BH(t)CT ]x

= xT [AT P + PA − PBH(t)CT − CH(t)T (PB)T ]x

= xT [AT P + PA − CQH(t)CT − CH(t)TQCT ]x

= xT [AT P + PA]x − xT C[HT (t)Q + QH(t)]CT x.

This derivative function is negative definite if HT (t)Q + QH(t) ≥ 0 for all t ≥ 0. Hence, we
have the following result.

Theorem 11. The system described by (6) is uniformly asymptotically stable3 if there exists
a positive definite matrix Q := diag(q1, . . . , qN), where qi ∈ R for i = 1, . . . , N , such that
HT (t)Q + QH(t) ≥ 0 for all t ≥ 0.

While our extension of [1, Theorem 4] to time-varying interconnections of SPR systems
is straightforward, further extensions to time-varying interconnections of “mixed” systems
do not seem immediate. One reason for this difficulty might relate to the more complex
nature of state-space characterisations of “mixed” systems. Generalised KYP lemmas that
characterise systems with positive real or bounded real properties over finite frequency bands
were derived in [31, 32].

6 Conclusions

The key contributions of this paper concern the derivation of sufficient conditions for: (i)
the stability of large-scale, time-invariant interconnections of “mixed” systems; and (ii) the
stability of large-scale, time-varying interconnections of SISO, strictly proper, SPR systems.
Concerning the first contribution, we showed that relaxing the assumptions on the systems
in a large-scale interconnection, from suppositions of passivity or small gain, to assumptions

3For a definition of uniform asymptotic stability, see [29, Chapter 5] or [30, Theorem 2.5].
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of “mixedness,” results in the [1]-like conditions for stability on the interconnection struc-
ture itself becoming more stringent. Such a result has the potential to steer strategies for
large-scale system design and is a direction for future research that the authors would like to
pursue. In regards to the second contribution, the inspiration for studying time-varying in-
terconnections emerges from applications concerning (for example) mobile vehicle networks,
where agents, or vehicles, come in and out of range with each other (ie: links between the
systems are created or broken over time). The extension of our result to time-varying inter-
connections of MIMO, proper, SPR systems seems straightforward and will be published at
a later date.
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