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Abstract—Urban traffic congestion, exacerbated by inefficient
parking management and cruising for parking, significantly
hampers mobility and sustainability in smart cities. Drivers
often face delays searching for parking spaces, influenced by
factors such as accessibility, cost, distance, and available services
such as charging facilities in the case of electric vehicles.
These inefficiencies contribute to increased urban congestion,
fuel consumption, and environmental impact. Addressing these
challenges, this paper proposes a feedback control incentivisation-
based system that aims to better distribute vehicles between
city and suburban parking facilities offering park-and-charge/-
ride services. Individual driver behaviours are captured via
discrete choice models incorporating factors of importance to
parking location choice among drivers, such as distance to work,
public transport connectivity, charging infrastructure availability,
and amount of incentive offered; and are regulated through
principles of ergodic control theory. The proposed framework
is applied to an electric vehicle park-and-charge/-ride problem,
and demonstrates how predictable long-term behaviour of the
system can be guaranteed.

Index Terms—Smart Parking, Ergodicity, Feedback Control,
Discrete Choice Models, Resource Utilisation

I. INTRODUCTION

Rapid growth in many urban centres around the world,
coupled with ineffective policies [1], has led to significant
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increases in the use of privately-owned cars [2], making
parking management a critical challenge in modern cities.
These challenges are further exasperated by the rise of elec-
tric vehicles, which require charging facilities in addition to
space to park. Intelligent Transportation Systems (ITS) are
able to offer promising solutions by leveraging increasingly
sophisticated models, hardware and computing technologies,
real-time data, and dynamic controls to optimise parking
and traffic management [3]–[5]. However, aligning individual
driver decisions with the broader objectives of local authorities
introduces complexities that continue to demand advanced
strategies and innovative approaches.

Iterated Function Systems (IFS) and ergodic control the-
ory can provide powerful approaches to shaping collective
agent behaviour by offering robust frameworks for modelling
stochastic dynamics, capturing probabilistic behaviours of
multi-agent systems; see, for example, [6]–[11]. While IFS
have demonstrated effectiveness in a range of applications,
from image processing [12], to power systems operations [8],
their potential use for regulating parking as a resource in urban
environments remains unexplored. In this paper, we therefore
utilise concepts from IFS and ergodic control theory to present
a novel feedback system that seeks to regulate, through in-
centivisation, parking location choice among drivers, where
drivers have the capacity to choose to park in a city’s central
business district, close to a place of work, or in one of multiple
suburbs that offer park-and-charge/-ride facilities.



In our framework, the incentive amounts offered to drivers
are the outputs of decentralised feedback controllers, each as-
sociated with a parking location, and each potentially managed
by a different local authority; and we demonstrate that, under
some straightforward conditions, our system can guarantee
predictable system behaviour, on the average, in the long-term,
even in the face of the stochastic nature of human decision-
making. Our framework employs discrete choice modelling
(specifically, multinomial logit models) to model driver be-
haviour in regard to parking location choice. In Section II
of the paper, we elaborate further on the problem scenario. In
Section III, we present the novel system framework, along with
the human decision-making model utilised, and the required
mathematical results. A demonstrative park-and-charge/-ride
use case scenario is then presented in Section IV. Finally, we
provide avenues for future work in Section V.

A. Notation

Generally speaking, superscripts will denote drivers, and
subscripts will denote parking locations. T denotes the matrix
transpose.

II. PROBLEM DESCRIPTION

We begin by describing a situation often encountered on
any weekday morning in urban areas. Consider the scenario
depicted in Fig. 1. Suppose that there are N privately-owned
vehicles inhabited by occupants needing to travel into a City’s
central business district (CBD) during peak hour to get to
work. By default, these occupants nominally prefer to drive
their cars all of the way into the City, and park there, because
doing so is an attractive option in terms of travel comfort,
convenience and habit.

Conversely, suppose local government authorities desire
to remove vehicle congestion from the City by decreasing
demand for City parking spaces; and thus would like to
incentivise some of the privately-owned cars to instead park in
one of the M Suburbs, such that the occupants of the privately-
owned vehicles then use alternative means of transport to
complete their journeys into the City (e.g., public transport).
One could also suppose that suburban government authorities

Fig. 1: Problem scenario. (Sub-images of the car obtained from
Openclipart [13].)

have at least some level of autonomy over any potential in-
centivisation schemes implemented in their own geographical
areas.

Our aim is to introduce a feedback control incentivisation-
based system that achieves these goals; and moreover, we
will demonstrate that, under some straightforward conditions,
one can use ideas from ergodic control theory to guarantee
predicability of the system, in the long-term, regardless of its
initial conditions.

III. PROPOSED FRAMEWORK

Our proposed framework takes the form of the feedback
control system illustrated in Fig. 2. Recall that N and M are
positive integers, and let M < N . We elaborate on each of
the components of the block diagram in Fig. 2, as follows:

• let r := (r1 · · · rM )
T denote the column vector of

reference inputs, where each rj , for j = 1, . . . ,M , is
the number of cars that are desired by local authorities
to park in location j;

• let C := diag (C1, . . . , CM ) denote a matrix comprised
of linear shift-invariant, single-input, single-output con-
trollers, Cj , down its diagonal, and entries of 0 elsewhere,
where each Cj takes as input an error, ej , and produces
an output, πj , which represents an incentive amount to be
offered to each driver to entice them to park in location
j;

• suppose

F :=


F1 0 · · · 0 0
0 F2 · · · 0 0
...

... · · ·
...

...
0 0 · · · FM 0

 (1)

denotes a matrix comprised of linear shift-invariant,
single-input, single-output filters (e.g., delay operators,
moving average filters), Fj , and entries of 0, as indicated
by (1);

• let ŷ := (ŷ1 · · · ŷM )
T denote the output of F , e :=

(e1 · · · eM )
T
= r − ŷ and π := (π1 · · ·πM )

T ;
• for each i = 1, . . . , N , let Pi denote the ith driver, who

takes as input the column vector of all offered incentive
amounts, π, and outputs a column vector, yi, from the
set

yi ∈



11
0
...
0

 ,


0
12
...
0

 , . . . ,


0
0
...

1M+1


 , (2)

where the subscript of the nonzero entry in yi corresponds
to the parking location that driver i decided upon at time
step k, with parking location M + 1 denoting the City;

• and, finally, note that y =
∑N

i=1 y
i.

A. Driver decision-making model

A discrete choice model is used to describe the manner
by which a driver, Pi, produces an output, yi, noting that,
in our scenario, the set of parking location choices (i.e., the



Fig. 2: Block diagram of the feedback control incentivisation-
based system.

finite set consisting of the City, and each of the M Suburbs)
is mutually exclusive and collectively exhaustive. Specifically,
let the probability, piSuburbj (π1, . . . , πM ), of a driver i deciding
to park in Suburb j (and thus consume that resource), for each
j = 1, . . . ,M , be given by

piSuburbj (π1, . . . , πM ) =

eUtilityij(πj)

eUtilityi1(π1) + · · ·+ eUtilityiM (πM ) + eUtilityiCity
; (3)

and the probability of driver i deciding to park in the City,
piCity(π1, . . . , πM ), be given by

piCity(π1, . . . , πM ) =

eUtilityiCity

eUtilityi1(π1) + · · ·+ eUtilityiM (πM ) + eUtilityiCity
; (4)

where each πj [k] is the incentive amount being offered by a
respective local authority as enticement for drivers to park in
Suburb j at discrete time step k. Note that Utilityij(πj), as
well as Utilityi

City, are functions representing the perceived at-
tractiveness of each of the different parking locations to driver
i. Throughout this paper, we will assume utility functions of
the form

Utilityij(πj) = γi
j0 × πj +

Q∑
k=1

(
γi
jk ×Xi

jk

)
, (5)

where the Xi
jk are attributes (e.g., total travel time to work,

parking location fees, public transportation fees, cost of petrol,
cost to charge electric vehicle, income level of the driver,
frequency of public transport services, number of electric
vehicle chargers available) associated with each of the alter-
native parking locations and/or individual drivers; and γi

j0,
and γi

jk, for k = 1, . . . , Q, are weights relating to how much
significance driver i places on the corresponding kth attribute.
Similarly, let

UtilityiCity = biasi +

Q∑
k=1

(
γi

Cityk ×Xi
Cityk

)
, (6)

where biasi is a weight, or bias constant, signifying an inherit
preference for driving one’s privately-owned car all of the way
into the City and parking there.

For each driver i, also note that

piCity(π1, . . . , πM ) +

M∑
j=1

piSuburbj (π1, . . . , πM ) = 1. (7)

As an example, for illustrative purposes, the probabilities
pSuburb1(π1, π2), pSuburb2(π1, π2) and pCity(π1, π2), as well as
the sum of all three of these probabilities, have been plotted
in Fig. 3, for γ10 = γ20 = 10,

∑
(γ1• ×X1•) = −62.28,∑

(γ2• ×X2•) = −66, bias = 35 and
∑

(γCity• ×XCity•) =
−53.12. From Fig. 3, it can be seen (for instance) that, for a
fixed π2, if enough incentive π1 is offered to a driver to park in
Suburb 1, then they are more likely to do so; and similarly, for
a fixed π1, if enough incentive π2 is offered to a driver to park
in Suburb 2, then they are more likely to do so. Conversely,
and as desired, offering enough of either incentive π1 and/or
π2 increases the likelihood of a driver being enticed to not
park in the City.

It is also important to keep in mind that the amount
of parking space in the Suburbs and the City is a finite
resource. Therefore, as illustrated in our proposed framework
above, we seek to employ controllers in a feedback-loop as
a means to regulate the numbers of drivers choosing which
parking locations to go to, in the face of their probabilistic
decision-making, where the controller outputs are the incentive
amounts. Due to the stochastic nature of human decision-
making, we therefore use results from ergodic control theory
and IFS to achieve this regulation, through guaranteeing the
predictability of our system in the long-run. In particular, we
invoke Theorem 12 of [6], as seen in the next subsection.

B. Mathematical Result

Utilising Theorem 12 of [6], we derive the following result.

Fig. 3: Probabilities versus incentives.



Theorem 1. Given M stable, linear shift-invariant, single-
input, single-output controllers, Cj , j = 1, . . . ,M , where the
dynamics of each controller are described by

xCj
[k + 1] = ACj

xCj
[k] +BCj

ej [k], (8)
πj [k] = CCj

xCj
[k] +DCj

ej [k], (9)

with xCj
denoting the internal state of the controller; and

given M stable, linear shift-invariant, single-input, single-
output filters, Fj , comprising F as described at the beginning
of Section III, where the dynamics of F are expressed by

xF [k + 1] = AFxF [k] +BFy[k], (10)
ŷ[k] = CFxF [k], (11)

with xF denoting the internal state of F; then consider the
feedback system depicted in Fig. 2. Suppose that each driver
i, where i = 1, . . . , N , has dynamics governed by

xi[k + 1] = bi, (12)

yi[k] = xi[k], (13)

where xi denotes the internal state of the ith driver, and bi is
a random variable, selected at each time step from the setbiSuburb1 :=


11
0
...
0

 , biSuburb2 :=


0
12
...
0

 , . . . ,

biCity :=


0
0
...

1M+1


 (14)

according to P(bi = bir) = pir(π1, . . . , πM ) for all r ∈
{Suburb1, . . . , SuburbM ,City}. Then, the feedback loop con-
verges in distribution to a unique invariant measure.

Proof. Theorem 1 is a modification of [6, Theorem 12]. First,
note that, if each linear shift-invariant, single-input, single-
output controller, Cj , is stable, then C = diag (C1, . . . , CM ) is
stable. This can be seen by expressing C as

C = diag
(
CC1

(zI −AC1
)−1BC1

+DC1
, . . . ,

CCM
(zI −ACM

)−1BCM
+DCM

)
(15)

= diag (CC1 , . . . , CCM
)

× (diag (zI −AC1
, . . . , zI −ACM

))
−1

× diag (BC1
, . . . , BCM

)

+ diag (DC1
, . . . , DCM

) (16)
= diag (CC1

, . . . , CCM
)

× (zI − diag (AC1 , . . . , ACM
))

−1

× diag (BC1 , . . . , BCM
)

+ diag (DC1 , . . . , DCM
) , (17)

where a matrix inversion formula [14, Section 2.3] was repeat-
edly employed to derive the second equality; and subsequently

observing that, since the spectral radius of each ACj is strictly
less than one, then the spectral radius of diag (AC1

, . . . , ACM
)

is strictly less than one. Similarly, it can be shown that, if each
linear shift-invariant, single-input, single-output filter, Fj , is
stable, then F (as defined at the beginning of Section III) is
stable. The remainder of the proof follows in the manner of
[6, Theorem 12]’s proof.

IV. AN EXAMPLE USE CASE SCENARIO:
PARK-AND-CHARGE/-RIDE

The following use case scenario serves to demonstrate the
efficacy of our framework. Let us consider a small urban
region with suitable park-and-charge/-ride locations situated
in Suburbs 1 and 2 and the City. In terms of public transport,
the region is serviced by buses.

Let N = 100 be the total number of privately-owned
vehicles inhabited by occupants wanting to travel into the City
during any typical weekday morning peak hour to get to work.
Furthermore, suppose that all of the privately-owned vehicles
can be categorised into one of two classes: (Class 1) those
that are electric vehicles; and (Class 2) those that are not, thus
being vehicles with internal combustion engines. Suppose that
all drivers with vehicles in Class 1 (i.e., Population 1) have
the following utility functions associated with them

UtilityiClass1
1 (π1) = γiClass1

10 × π1 +

6∑
k=1

(
γiClass1
1k ×XiClass1

1k

)
,

UtilityiClass1
2 (π2) = γiClass1

20 × π2 +

6∑
k=1

(
γiClass1
2k ×XiClass1

2k

)
,

UtilityiClass1
City = biasiClass1 +

6∑
k=1

(
γiClass1

Cityk ×XiClass1
Cityk

)
;

and all drivers with vehicles in Class 2 (i.e., Population 2)
have the following utility functions associated with them

UtilityiClass2
1 (π1) = γiClass2

10 × π1 +

6∑
k=1

(
γiClass2
1k ×XiClass2

1k

)
,

UtilityiClass2
2 (π2) = γiClass2

20 × π2 +

6∑
k=1

(
γiClass2
2k ×XiClass2

2k

)
,

UtilityiClass2
City = biasiClass2 +

6∑
k=1

(
γiClass2

Cityk ×XiClass2
Cityk

)
;

where iClass1 = 1, . . . , 20, iClass2 = 1, . . . , 80, biasiClass1 =
biasiClass2 = 35 and γiClass1

10 = γiClass1
20 = γiClass2

10 = γiClass2
20 = 10.

Moreover, suppose that
∑6

k=1

(
γiClass1
1k ×XiClass1

1k

)
= −62.28,∑6

k=1

(
γiClass1
2k ×XiClass1

2k

)
= −66,

∑6
k=1

(
γiClass1

Cityk × XiClass1
Cityk

)
= −53.12,

∑6
k=1

(
γiClass2
1k ×XiClass2

1k

)
= −51.5,∑6

k=1

(
γiClass2
2k ×XiClass2

2k

)
= −61 and

∑6
k=1

(
γiClass2

Cityk ×XiClass2
Cityk

)
= −35, where X•

•1 denotes total travel time to work, X•
•2

denotes the parking fees payable at the location, X•
•3 denotes

the additional fees payable to charge an electric vehicle at the
parking location, X•

•4 denotes the ticket price of taking a bus
from a suburban parking location to the City, X•

•5 denotes the



frequency of bus services from a suburban parking location
to the City, and X•

•6 denotes the number of electric vehicle
chargers at the parking location.

Let r1 = 25 and r2 = 35 be the number of vehicles
that local authorities would like to see accommodated in
Suburbs 1 and 2, respectively, as part of their park-and-charge/-
ride programs. Each local authority has autonomy over the
incentive amounts that they offer to drivers, in that each local
authority j implements a controller Cj of the form

πj [k] = βjπj [k − 1] + κj(ej [k]− αjej [k − 1]), (18)

where α1 = −0.01, α2 = −0.01, β1 = 0.9, β2 = 0.99,
κ1 = 0.15 and κ2 = 0.2, for j = 1, 2.

For the experiment, 1,000 simulations were run in total,
and each simulation ran for 1,000 time steps. For sim-
plicity, the controllers updated at every time step; and the
filters F1 and F2 each invoked a pure delay of one time
step. At the beginning of each simulation run, the six ini-
tial values for piClass1

Suburb1(π1, π2), piClass1
Suburb2(π1, π2), piClass1

City (π1, π2),
piClass2

Suburb1(π1, π2), piClass2
Suburb2(π1, π2) and piClass2

City (π1, π2) were ran-
domly generated to demonstrate different initial conditions.

Figs. 4 and 5 illustrate the average numbers of drivers (from
each of the populations) deciding upon Suburbs 1 and 2,
respectively, as their parking location of choice, over time,
from the 1,000 simulation runs. Figs. 6 and 7 depict the mean
outputs from controllers C1 and C2, respectively, over time.
Figs. 8 and 9 illustrate the mean inputs to controllers C1
and C2, respectively, over time. Convergence of the means
in all cases, and thus predictability of the system, is evident.
The controllers did a reasonable job at achieving small mean
steady state errors (see Figs. 8 and 9), noting that the use of
lag controllers was given preference over the use of PI con-
trollers, given the latter’s potential for introducing undesirable
behaviours; see [6].

V. CONCLUSIONS AND FUTURE WORK

In this paper, using tools from ergodic control theory
and discrete choice modelling, a novel feedback system that
regulates parking location choice among drivers, through in-
centivisation, was introduced. The proposed framework was
applied to a park-and-charge/-ride scenario, for which it was
shown that predictable long-term behaviour of the system was
guaranteed. Following on from this study, there exist many
interesting avenues for future work to be explored. Some
of these avenues consist of increasing the complexity and
variety of use case scenarios, including integration of the park-
and-charge/-ride scenario with electrical grid constraints; and
comparing and contrasting our proposed framework to existing
incentivisation techniques.
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